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Abstract

Solar energy is one of the most viable replacements for the fossile energy
sources due to its availability and status as a well-known sustainable energy
source. Searching for materials that can work in tandem configuration with
silicon, a material widely used in solar cells, while balancing performance
with environmental considerations is an attractive approach. Thus, in this
work, we have researched copper-based oxides as compelling candidates for
new materials in tandem solar cells.

Reactive magnetron sputtering thin film deposition was used to syntetize
copper-zinc-oxide films Cu,Zn;_,O on fused silica substrates, with x varied
from 0 to 1. Parameters such as the partial oxygen pressure, deposition
temperature, and type of power supply were tested. The effect of
these deposition parameters and heat treatment on the structural and
optical properties of the samples was studied by X-Ray Diffraction (XRD)
and Ultraviolet-Visible Spectroscopy (UV-vis). XRD measurements have
demonstrated that depending on the deposition parameters, copper-oxides
can be grown as cuprous (CupO) or cupric (CuO) oxide. Post-deposition
annealing at 400 °C in air can convert Cuy O to CuO and improve crystallinity.
The growth of ZnO appears to be more stable with respect to the deposition
conditions. ZnO films demonstrate significant orientation preference for the
c-axis to grow normally to the surface. Changing the deposition temperature
can affect this preferential orientation, promoting the (103) orientation. UV-
vis was used to determine the band gap of the different samples, indicating
that band gap values can be tuned by varying the copper to zinc ratio
according to the composition x. We estimate that a band gap of 1.7 eV

can be achieved at x around 0.5
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Chapter 1

Introduction

Conventional energy sources, such as fossil fuels, coal, and natural gas, have a limited
supply and pose significant environmental hazards, including air and water pollution.
Consequently, there has been a growing interest in researching renewable energy sources.
Among these, solar energy has proven to be one of the most viable replacements due to
its worldwide availability, making it a highly sought-after option for sustainable energy
solutions [9, 10]. This is where solar cells, or Photovoltaic (PV) cells, come into play, as
they are one of the most efficient ways to convert sunlight into electricity.

In order to develop a PV cell, the choice of material is one of the most important
factors to consider. This material must be capable of absorbing light and connecting
to an external circuit to transfer the generated energy. It generates charge carriers by
absorbing photons from the light, which are then guided through the circuit to produce
an electric current [11]. The photocurrent generated is proportional to the intensity of
the incident light, but the efficiency depends on many factors, including and highlighting
the material from which the cell is made.

Considering the need for new materials that strike a balance between cost,
performance, and environmental considerations, a tandem solar cell combining silicon
(Si) with metal oxides such as copper oxide (CuO) is a rather attractive concept. On one
hand, Si is a highly studied and well-known material for solar cells, with a performance
quite close to its theoretical limit [12]. On the other hand, copper-based oxides are
low-cost, non-polluting, non-toxic, abundant, and exhibit excellent stability in outdoor
environments [13, 14], making them compelling candidates for research as new materials

for tandem solar cells.

1.1 Solar Cells: A brief history

Given the importance of solar cells for the future of renewable energy, a brief history is
useful for understanding how we have reached this point.
The foundation of solar cell technology lies in the discovery of the photovoltaic effect.

In 1839, Edmond Becquerel placed two electrodes in an acidic solution and observed
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that exposing one of them to light generated an electric current [15]. However, it would
take many more years before the mechanisms behind the photovoltaic effect were fully
understood.

After that, in 1876, William Adams and Richard Day [16] made the first solid state
PV device after discovering that selenium produces a current when exposed to light. A
few years later, Charles Fritts [17] developed the first large-area solar cell by pressing a
layer of selenium between gold and another metal, however, this cell had an efficiency of
just 1%.

The mechanism behind the photovoltaic effect was not understood until 1914, when
Goldman and Brodsky related the existence of a potential barrier, or rectifying barrier,
in the metal-semiconductor junction to the effect. This theory was further developed by
Walter Schottky, Neville Mott, and others [11].

It wasn’t until the 1950s, with the introduction of silicon, that we saw the first
modern Si solar cell, developed by Darryl Chapin, Calvin Fuller, and Gerald Pearson
at Bell Labs. This cell, created in 1954, was the first to generate enough current to
power everyday electrical devices, even though it only had an efficiency of 6% [18]. This
period also saw increased attention to p-n junctions as rectifying mechanisms, compared
to metal-semiconductor junctions. The ability of solar cells to produce sufficient energy
for device operation made them particularly valuable in locations where access to the
electrical grid was difficult or impossible, such as space, coinciding with the onset of the
space race [11].

Years later, in the 1970s, the energy supply crisis led to a significant increase in
interest in solar energy as a renewable source. This renewed focus on solar energy spurred
improvements in solar cell technology. By the 1990s, the production of solar cells was
expanding at a rate of 15-25% per annum [11]. Additionally, there were advancements
such as the development of thin-film solar cells, which provided more flexibility in their
applications.

After so many advancements, the industry of solar cells nowadays is such that solar
energy can now compete with the traditional energy sources, being quite attractive
due to all the benefits that it brings in terms of sustainability and general availability
worldwide. Figure 1.2 shows the advancements up to 2023, showing the conversion

efficiencies of various PV technologies.
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Figure 1.1: Timeline summarizing some of the milestones in the history of the solar cell.
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Figure 1.2: Conversion efficiencies of the best solar PV cells from 1976 to 2023 for various PV
technologies. This data is tracked by the U.S. Department of Energy’s National Renewable
Energy Laboratory [19].

1.2 Silicon in Tandem Solar Cells

The importance of silicon in the PV industry is undeniable, as it dominates the market
by a significant percentage. According to the International Energy Agency (IEA), as of
February 2025, crystalline silicon holds a market share of over 98% [20]. However,
as newer cells approach both theoretical and practical efficiency limits, alternative
approaches are becoming necessary to enhance efficiency. One such approach involves

using tandem or multi-junction cells [21].

Tandem cells involve stacking two solar cells to increase efficiency by absorbing
complementary parts of the solar spectrum. Figure 1.3 shows a configuration of the
tandem cells with silicon as the bottom cell, the arrows exemplify how part of the
spectrum is absorbed by the top cell before reaching the bottom cell. Their operation is

further explained in Section 2.2.4.

Given silicon’s wide usage in the market, using it as a base for new approaches is

U

Top Cell
Top Cell ;
[ ConductiveLayer |

Figure 1.3: Example of a two-terminal coupling for a tandem solar cell with silicon as the bottom
cell. The colored arrows are to show how part of the solar spectrum is absorbed by the top cell
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logical, as it would reduce costs associated with industry changes. Silicon is well-suited
as a bottom cell in a tandem configuration due to its favorable properties for solar
cell applications, including abundance, low cost, and extensively researched efficiency
improvements. With a band gap of 1.12 eV, silicon is an excellent choice to use in
tandem solar cells, and by adding a top cell with a wider band gap, increasing the
efficiency of the PV cell is entirely possible. However, selecting the appropriate top cell
remains a challenge [21, 22].

Yu, Leilaeioun and Holman [21] conducted a study on the properties of the top cell
in silicon-based solar cells by using the detailed-balance model and concluded that the

optimal band gap for a top cell in this configuration is 1.7 eV.

1.3 Perovskite Solar Cells

Lead halide perovskite solar cells (PSCs) are part of what is called the third generation,
or emerging generation, of solar cell technology. These materials first appeared as a PV
alternative to silicon solar cells in 2009, introduced by Kojima et al. [23]. Perovskites
refer to any material that shares the crystal structure of calcium titanate, which has the
general formula ABX3, where A and B are cations of different sizes and X is an anion.

They are extensively researched due to their optimal optoelectronic characteristics
and reduced production costs compared to other materials, while maintaining high
efficiencies [24].

In general, we can summarize their qualities as follows:

o Efficiency and performance:

These materials have shown great performance and efficiency, now exceeding
22%. However, as there are various methods of fabricating these semiconductor

perovskites, there is still room for improvement [25, 26].

e Fabrication:

These cells can be fabricated through various methods, including deposition from
organic solutions at low temperatures, which is time- and cost-effective while

maintaining high crystalline and electronic quality [26].

e Tandem use:

They can be used in tandem configurations with materials such as silicon,
enhancing their efficiency and facilitating their implementation in an existing
industry [27].

However, despite appearing to be optimal materials for PV devices, they face several
major challenges [24-26, 28|:
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o Stability and degradation:

They have been shown to be very unstable under various conditions, such as
moisture, heat, and UV radiation, making them unsuitable for normal use. They

have yet to demonstrate long-term stability.

« Environmental considerations:

Their most significant problem is that all high-efficiency PSCs use lead as a major
constituent. This, combined with their inadequate stability, poses a substantial
threat to both the environment and human health, introducing a toxicity factor

during development, use, and disposal.

1.4 Copper-based oxides

As was mentioned before, copper-based oxides are low-cost, non-polluting, non-toxic,
abundant, and have shown excellent stability in outdoor environments [13, 14]. Therefore,
it makes sense to consider them for PV applications.

Copper oxide is a p-type semiconductor that can be present in three different phases:
cuprous oxide (CuyO), cupric oxide (CuO) and paramelaconite (CusO3)[29]. The former
two, figure 1.4, have been more extensively researched. Among them, CuyO has been
well studied in the past, both theoretically and experimentally, and with a direct band
gap of about 2.17 €V it is a compelling candidate for its use as an absorber in PV cells
[29, 30].

(a) Cu,O (b) CuO

Figure 1.4: Crystal structure of Cu,O and CuO, graph using VESTA with the data from Jain
et al. [1] and Materials Data on CuO by Materials Project [2].

Cupric oxide (CuO), figure 1.4b, is a p-type semiconductor with a narrow indirect
band gap [30]. Although this material has also been studied for PV applications, much
remains to be done on this material. Theoretically, determining the band structure of
this material has been challenging, and as such, we find various theoretical band gap

values for CuO in the literature [31-33|, however, experimental data shows values of
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Figure 1.5: Crystal structure of ZnO, graph using VESTA from Materials Data on ZnO by
Materials Project [3].

the band gap around 1.4 eV [34, 35], in concordance with the theoretical results of
Heinemann, Eifert and Heiliger [30]. Considering what Yu, Leilaecioun and Holman [21]
showed, a top cell to be used in tandem configuration with silicon should have a band
gap of 1.7 eV, CuO alone is not an ideal partner.

On the other hand, zinc oxide (ZnO) is an n-type semiconductor with a wide direct
band gap of around 3.4 eV. Thus, we consider alloying zinc oxide (ZnO) together with
cupric oxide (CuO) as a way to tune the band gap towards the optimal value of 1.7
eV. Therefore, in this work, we present the system Cu,Zn;_,O, where x is the atomic
percentage.

However, some challenges may present themselves, considering the differences in
structure and band gap of both materials. This will be addressed during the development
of this thesis.

1.5 Aim of the Study

The goal of this project is to develop and analyze potential new materials for solar cells,
focusing specifically on copper-based oxides. In particular, the study examines copper-
zinc oxides of the form Cu,Zn;_,O, where x represents the atomic percentage. We aim
to tune the band gap of the material to enhance its properties for application as the top
cell in a tandem configuration with silicon.

In particular, we investigate the effect of using different deposition parameters, such
as temperature and pressure settings, and heat treatments on both the structure and
optical characteristics of the material.

The following chapters of this thesis will further elaborate on the process that was
followed:

e Chapter 2 explains the mechanisms that enable solar cells to function, as well as

the general behavior of semiconductors.
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e Chapter 3 shows the principles of the experimental methods used in the obtention

and characterization of the samples.

e Chapter 4 presents all the data gathered from the samples, aiming to explain
changes in the structure and photoelectronic properties due to variations in Zn

concentration, deposition temperature, and annealing processes.

o Finally, Chapter 5 presents the conclusions reached during the development of this

thesis and a brief look into future possibilities.



Chapter 2

Theoretical Background

2.1 Semiconductors: Definition and Properties

The band gap defines what a semiconductor is and explains its behavior. In solid state,
each material has a characteristic band structure responsible for its different electrical
behaviour. For a material to conduct electricity, electrons must be able to move through
it, which means that a transition between different electronic states must occur. If
all available states are filled, electrons cannot move, and the material cannot conduct
electricity. Such materials are called insulators, where the valence band is filled, leaving
no available states for electron movement, and a wide band gap (over 6 €V) makes it
difficult for electrons to be excited to higher energy levels in the conduction band [4].

Conversely, metals have overlapping valence and conduction bands, providing plenty
of available states for electron movement, making them highly conductive. Metals can
also have partially filled bands, allowing easy electron movement throughout the material
[4].

Finally, semiconductors - the materials of interest in this project - behave as insulators
at 0 K, with a filled valence band and a gap between the valence and conduction bands.
However, the band gap in this case is smaller than that of insulators (about 0.5 - 3
eV), enabling electrons to be promoted to the conduction band when excited, such
as by thermal excitation or photon absorption, facilitating carriers’ movement in both
bands [4]. Figure 2.1 illustrates how the band gap differentiates insulators, metals, and
semiconductors.

Semiconductors naturally lend themselves to electronic device applications. Their
band gap, intermediate between metals and insulators, allows for tunable properties
suitable for various applications, adjustable through temperature, optical excitation,
doping, or composition. The band gap is crucial for a semiconductor’s function as
a photovoltaic device, as it determines the material’s performance [4, 36]. Hence,
understanding semiconductors begins with defining the band gap.

In this Chapter, we will follow the developments of Nelson [11], Streetman and

Banerjee [4] to understand the theoretical background behind this project. However,
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Figure 2.1: Schematic difference between insulators, semiconductors and metals by their band
gap.

we will not focus on the mathematical developments but more on understanding the

concepts behind them.

2.1.1 The Band Gap

How is it formed?

In atoms, electrons are confined to discrete energy levels defined by atomic orbitals. By
considering a system with two electrons centered around two nuclei, the wavefunction
of these electrons becomes a linear combination of individual atomic orbitals, resulting

in two distinct normal modes:

e Antibonding Orbital: Characterized by an odd or antisymmetric combination, it
has higher energy and a lower electron probability density in the region between

nuclei.

« Bonding Orbital: Defined by an even or symmetric combination, it has lower energy

and a higher electron probability density in the region between nuclei.

In the bonding state, electrons have opposite spins, while in the antibonding state,
they have parallel spins, leading to repelling forces [4]. Figure 2.2 illustrates this, showing
a bonding energy orbital that is lower to that of the antibonding, due to the attraction
of the electrons from both nuclei. Conversely, the higher energy levels increase as the
nuclei get closer, indicating stronger repulsion.

In solids, a large number of atoms are in proximity, resulting in a range of closely
available energies. This allows electrons to move more freely between these energy
bands without needing to jump significant distances. The overlap of wavefunctions from
electrons of neighboring atoms contributes to this phenomenon, causing electrons not to
belong to a single atom [4].

In semiconductors, there is a characteristic gap between the valence and conduction

bands. This band gap represents a range of energy values where no electronic states
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Figure 2.2: Schematic representation of bonding and antibonding atomic orbitals and their
overlapping. From Streetman and Banerjee [4]

can exist. To illustrate this, consider carbon or silicon atoms brought together to form
crystals: at large interatomic distances, the s and p orbitals are clearly distinguishable,
as there is no overlap of the electron wavefunctions. However, as interatomic distances
decrease, overlapping occurs, allowing the bands to be continuous and the orbitals to
merge. As the atoms come closer together, the repulsion in the antibonding state
increases, resulting in a separation of the formed energy bands and the emergence of
the band gap. Semiconductor materials have interatomic distances that, in their solid,
crystallized state, allow for the presence of a band gap [37, 38]. This is exemplified in
the Figure 2.3.

Now we know how the band gap is formed, but we still have the question of why is

it important.

The Importance of the Band Gap and How to determine it

The band gap not only distinguishes semiconductors from metals and insulators but also
defines the functionality of the semiconductor for various applications. The effectiveness
of a semiconductor as a solar absorber material in a photovoltaic (PV) cell is primarily
determined by the value of its band gap [36].

The band gap allows excited electrons to remain at higher energy levels long enough
to be utilized. In systems with continuous energy levels, excited electrons quickly
thermalize back to the lower energy state available. However, when there is a gap
between these levels, the probability of rapid thermalization decreases. This provides
sufficient time for electrons to be transferred to the rest of the system and used for
generating electrical current [11].

Although the band gap is defined due to the absence of electronic states between

energy levels, this is not fully true in all real materials. If electronic states are found
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Figure 2.3: Energy levels in silicon as a function of the relative interatomic spacing. From
Streetman and Banerjee [4].

within this gap, they can be attributed to defects in the now non-ideal periodic crystal.
Thus, in most crystalline materials, a perfect gap and a perfect definition of the band

gap cannot exist.

As the band gap requires the existence of well differentiated conduction and valence
bands, knowing the band structure of a material is quite usefull to help determine
theoretically this property. For this, we need to determine the energy levels of the
material, which are obtained by solving the Schrédinger equation. The typical way of
calculating it is by considering an electron traveling through a perfectly periodical crystal

lattice, so that the wavefunction of the electron is
YK, 1) = ug(r)e™”, (2.1)

with k the wavevector, i denotes the crystal band and u is a function that modulates the
wavefunction. From solving the Schréodinger equation we can obtain the eigenenergies
(E(k)) for each crystal band i and for each k. These energies can be plotted against k

in order to get the crystal band structure.

The crystal band structure of a semiconductor would have a minimum energy value
in the conduction band and a maximum in the valence band. The transition of a electron
from these two points is the smallest-energy transition between the bands, however, if
these points do not coincide in their k value, the transition would require a change in

momentum. This allows us to define two types of band gaps: direct and indirect (figure
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Direct Indirect

Figure 2.4: Schematic showing the variation of direct and indirect band gap.

2.4), with the former being where the transition does not require changes in k.

2.1.2 Electrons & Holes

This section follows the definitions and explanations by Nelson [11].

Band gaps typically arise in materials where all of the valence electrons participate in
bonding, aiming to minimize energy. At absolute zero temperature, all valence electrons
in a pure semiconductor are involved in bonding and are not free to move. However, as
the temperature increases, additional kinetic energy allows the electrons to break free
of the bonds. This makes it easier to excite these electrons to higher energy levels, such
as those in the conduction band. Another way, is to have photons excite the valence
electrons, which works as long as the light has an energy greater than the band gap.

Electrons that break free and are excited into the conduction band leave behind
vacancies known as ‘holes’. These holes can move, as they are continuously filled by other
valence electrons, allowing them to participate in conduction. Given that the holes left
by the excited electrons are considerably fewer than the valence electrons, it is logical
to refer to them and the excited electrons when describing the material’s conductivity,
rather than considering the more numerous valence electrons moving against the field.

Both holes and electrons can be characterized by their mobility (u, and pup,
respectively) and effective mass (m; and mj). These are referred to as charge
carriers, or simply carriers, and their concentration is fundamental for characterizing

semiconductors.

2.1.3 Doping

Doping consist in introducing impurities in a material in order to change its electrical
properties. As this impurities change the charge carrier concentration, it is important
to understand how this values are obtained and the distribution of these charge carriers

over the available states. First, we should describe an intrinsic semiconductor.
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An intrinsic semiconductor can be described as a perfect crystal with no impurities.
At a temperature of 0 K, electrons fill the energy levels starting from the lowest one
available, so that the highest energy level filled by electrons at this temperature is the
Fermi energy level (Er). At higher temperatures, electrons gain kinetic energy and can
be excited to levels above the Fermi level. In an intrinsic semiconductor at absolute
zero, the valence band is completely filled, while the conduction band remains empty,

placing Er within the band gap.

Another essential concept for understanding intrinsic semiconductors is the intrinsic
energy (E;), which is the Fermi energy level in an intrinsic semiconductor. Similarly,
the intrinsic carrier concentration is defined as the charge carrier concentration for an
intrinsic or perfect semiconductor and it is the same for both electrons in the conduction
band (n;) and holes in the valence band (p;), as they are created in pairs for an intrinsic

semiconductor:

pi = ni. (2.2)

In general, electrons in solids follow Fermi-Dirac Statistics, meaning that, by
considering their wave nature, the Pauli exclusion principle and their indistinguishability,

one can determine the distribution of electrons at thermal equilibrium as

) = T (2.3)

where k is the Boltzmann constant and T is the temperature. This Fermi-Dirac
distribution can be used to determine the concentration electrons in equilibrium in the

conduction band as

no = f F(E)N(E)E (2.4)
E.
ng = N EERKT (2.5)
where N(E) is the density of states and N, is the effective density of states in the

conduction band. Similarly, we can get the expressions for the concentration of holes in

equilibrium in the valance band as

po = Nye  Er BT (2.6)

with N, the effective density of states in the valence band. Following this, we can get

expressions for the intrinsic carrier concentrations:
ny = Noe EEIKT oy o~ (EmEDKT. (2.7)
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Typically, impurities and defects in materials introduce changes and additional
bonds to the crystal, affecting the electronic energy levels. These changes are generally
localized. The addition of this impurities also makes it so that the equilibrium carrier
concentrations differ from the intrinsic carrier concentrations. Thus, we have an extrinsic

material.

An interesting phenomenon occurs when impurity energy levels appear within the
band gap, influencing the semiconductor’s properties. An occupied impurity level above
E; will raise the Fermi level, increasing the electron density compared to holes in
equilibrium. Conversely, if the impurity level is below E; and unoccupied, it would
lower the Fermi level, increasing the hole density as electrons can be excited to these
unoccupied levels.

The process of increasing the density of either holes or electrons by introducing
certain impurities with defined energy levels near the conduction or valence bands is
known as doping. Doping can be divided into n-type and p-type, depending on whether
the main charge carriers are positive (holes) or negative (electrons). Figure 2.5 shows

how the doping works with both p-type and n-type doping.

e n-type doping

This type of doping works by introducing impurity atoms, called donors and with a
concentration Ny, that have one extra valence electron than the number of bonds.
We want these impurity levels to be introduced closer to the conduction band E,,
so that the extra electron can be easily donated to the conduction band, increasing
the amount of carriers there (N; ~ ng). Since this increases the electron density
over the hole density, electrons are called majority carriers in this case, while holes

are minority carriers.

e p-type doping
This type of doping, on the other hand, works by introducing impurity atoms,
called acceptors, that are missing one valence electron than the number of bonds
in the lattice, of concentration N,. In this case, we want these impurity levels to be
closer to the valence band E,, so that they easily accept electrons from the valence
band, allowing for holes to move and increasing the conductivity (N, ~ pp). Here
we have that holes are greatly increased compared to electrons, and as such they

are called the majority carriers, while electrons are the minority carriers.

2.1.4 Mobility

Mobility is how easy it is for charge carriers to move through a crystal. As charge
carriers collide with both the lattice and with impurities, this mobility is dependent on

both temperature and impurity concentration.

15



Chapter 2. Theoretical Background

Conduction Band

Conduction Band Conduction Band
Donor level
T Er
___________ F
——————————— Er
Acceptor Tevel
Valence Band Valence Band Valence Band
Intrinsic n-type p-type

Figure 2.5: Schematic of the effect of the donor and acceptor energy levels on the Fermi energy
level. Based on a graph by Streetman and Banerjee [4]

In general, if there is no external force, the movements of the electrons inside the
crystal are random and as such they do not show any preferential direction of motion
and there would not be any current flow. However, if there is an electric field, although
it probably would not fully alter the randomized trajectory of the electron, it would
alter the general motion of the electrons, defining the direction of the net motion of the

electrons.

To show this, if we consider an electric field applied in the x direction &, we would

have an average momentum per electron as

<px> = _qfam

Which in turn means the electrons have an average velocity of

=2 _dg
m m

Here 7 is the mean free time, or the mean time between scattering events. This net
speed does not properly describe the movement of individual electrons due to thermal
motions, as this movement is random and in various directions, however, it does show
the effect of the electric field in the movement of the electrons. From here we can also

get an expression for the electron mobility

qt
Hn = —%-
mn

Which shows the ease of the electrons to drift inside the material. From here we can
also get the current density in terms of the mobility fo both electrons and holes as
Jx = q(nu, + p:up)gx

Now, mobility can be affected by scattering, from these processes we can highlight

lattice scattering, where the carrier is scattered by the vibrations of the lattice and
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Figure 2.6: Schematic temperature dependence of the mobility u, showing regions of impurity
and lattice scattering. From Streetman and Banerjee [4]

impurity scattering, where the carrier collides with the impurities and as such its mobility
is impaired. Both of these events are affected by the temperature, but in opposite ways.

Lattice scattering becomes relevant when the temperature starts increasing the
vibrations of the lattice and as such increasing the scattering events due to it. However,
in impurity scattering, at lower temperatures the carriers do not have enough momentum
to not be affected by the interaction with a charged ion. As such we have that at lower
temperatures the scattering by impurities dominates while at higher temperatures the

lattice scattering is dominating. This can be seen in the figure 2.6

2.1.5 p-n Junction

Now that we understand how charges behave in the material and how both p-type and
n-type doping function, we can consider the effect of combining two materials, one with
p-type doping and one with n-type doping, to create a p-n junction.

This type of junction is one of the mechanisms used to facilitate charge separation,
which is essential for photovoltaic energy conversion. When two electronically different
materials are combined, an electrostatic force arises due to a compositional gradient. In
equilibrium, a ‘built-in’ electric field is established at the interface or junction of the
two materials. This field plays a crucial role in the charge separation process, driving
electrons and holes in opposite directions.

In an equilibrium situation characterized by no external excitation and no net
currents, we can consider a junction of two ideal materials, one p-type and one n-type,
with a perfect step function instead of a gradient change. When the two materials are

placed together at the junction site, charge transfer occurs due to diffusion. Holes diffuse
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from the p-side into the n-side, and vice versa for the electrons. As the charge carriers
leave behind donor and acceptor ions, a positively charged region forms on the n-side
of the junction, and a negatively charged region appears on the p-side, immediately
adjacent to the junction. This charge gradient produces an electric field (&) that points
from the n-side to the p-side, depleting the junction region, referred to as the depletion
region (W), of charge carriers by driving them to opposite sides. This assumption
considers the region W to be depleted of carriers, with no electric field outside of it,
and is known as the depletion approximation.

Figure 2.7 shows schematically the formation of the depletion region W as the neutral

regions of p-type and n-type materials come into contact, resulting in the appearance of
the electric field &.

Energy bands

Figure 2.7: Schematic of the isolated p-type and n-type materials (left) and a p-n junction in
equilibrium (right) with corresponding energy bands. Adapted from [4].

The electric field appears only within the W region. Since & = —%, there is a
constant potential ¥, on the n-side, outside of W, and a potential V), on the p-side,
resulting in a potential difference Vy between them, known as the contact potential.
This is an equilibrium quantity that does not produce any net current. One useful way
to relate the concentration of charge carriers to this contact potential is given by the
following equation:

Po_m_ g
Pn Np

where p, and p, represent the hole concentrations on either side, n, and n, are
the electron concentrations. Additionally, it is important to note that the Fermi level
remains constant across the junction at equilibrium.

Another important factor is the width of the depletion region W, as it is closely related
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Figure 2.8: Formation of the depletion regions, considering the effect of the difference in doping
in the width.

to the working and efficiency of the solar cell. Considering the depletion approximation,

it can be shown that this region is described by

1/2 1/2

2 2 1 1

W = €Vo (Na + Na — Vo1 b ) (2.8)
q NgNy q N, N4

Furthermore, we can determine its extension into both the p and n regions. As will
be mentioned later, how far the depletion zone goes into each region is relevant in order

to facilitate the transport of charges and avoid recombination processes. The following

expressions:
1/2
- WNe _ W _ {2€V0 [ Ny } and
b Na+Nd 1+x—2 q Na(Na+Nd)
12 2.9)
WN, w {2ew)[ N, }
w, = = = ’
U Na+Ng 14 q [ Na(Na+Na)

show that the way to increase the extension of W on the p side is by increasing
the concentration of donors N; on the n side and vice versa for the n side with the
concentration of acceptors N,. Figure 2.8 shows an schematic representation of this.

Lastly, it is worth noting that the way to describe the current in a p-n junction in

terms of the voltage is given by the diode equation:

KW=%&%—Q, (2.10)

where Iy is a constant dependent on the characteristics of both the p-type and n-
type materials, such as diffusion lengths, geometric factors, and the amount of charge
carriers. This current is obtained by considering the contributions from the electron and
hole currents on their opposing sides and their exponential decrease after leaving the
depletion zone.

Equation (2.10) also describes the workings of a p-n junction in the dark. One
important feature of a p-n junction is that by applying a forward bias to it, the flow of
current can be facilitated from the p-side to the n-side. This means that the forward
bias (Vy) lowers the electrostatic potential barrier at the junction as V = Vo — V. In the

same manner, a reverse bias (Vg) would increase the electrostatic potential barrier at
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Figure 2.9: Forward and reverse bias representation and effect in the p-n junction. From
Streetman and Banerjee [4].

the junction (V = Vi + Vg). Figure 2.9 illustrates the effect of forward and reverse bias

in the p-n junction, while figure 2.10 shows the I-V curve of the p-n junction and the

regions corresponding to forward and reverse bias.
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Forward bias
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Figure 2.10: I-V curve representation of a p-n junction in the dark, showing forward and reverse
bias regions.

2.2  Solar cells

Considering we already know how light can help generate electrons and holes in the
conduction and valence bands, respectively, and that these charge carriers can be
separated and transported by the creation of a p-n junction, we have all the basis

necessary to fully describe the working principle of a solar cell [39].

First, we should consider what happens when we have a p-n junction under

illumination.

2.2.1 p-n Junction under illumination

If we consider the junction to be illuminated by photons of Av > E,, we can introduce a
generation rate g,, that is used to determine the number of electrons and holes optically
generated per second in the n-region for holes and in the p-region for electrons. The
expressions would be AL,g,, for holes and AL,g,,, with L, and L, being the diffusion
lengths of holes and electrons, respectively, after the depletion region. Additionally, the
charge carriers generated inside the depletion region W can be considered as AWg,,. All

of this together gives the current generated by these carriers as

Iop = qAgop (Lp + Ly + W), (2.11)

which can be placed into the diode equation, so that the current can be expressed

as:
qV
I=1y (eW = 1) — Iop. (2.12)
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Figure 2.11: Effect of illumination on the p-n junction. From Streetman and Banerjee [4].
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Figure 2.12: I-V curve of a p-n junction under illumination. Based on a graph from Streetman
and Banerjee [4].

With I, being the thermally generated current, the I-V curve is lowered on the y-
axis as the generation rate increases. We can consider two important values of the I-V
curve: the short-circuit current /,, and the open-circuit voltage V,.. This voltage, which
appears when the junction is under illumination, causes a forward voltage to develop,
thereby creating the photovoltaic effect. Figure 2.11 illustrates the appearance of the
forward voltage in the p-n junction as it transitions from an equilibrium state and figure

2.12 shows how the I-V curve changes with the generation rate.

2.2.2  Single Junction Solar Cells

From the illuminated junction that we just described, we get some charge carriers that
are able to deliver power to an external circuit so that we can convert solar energy into
electrical energy. However, the power that can be supplied by one of these cells is less
than the band gap voltage E,/q, which can be quite small. However, a greater number
of these cells can be connected in order to increase the power supply, making it a reliable

source of electrical power.
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Figure 2.13: Configuration of a solar cell, showing the antireflective coating and contacts. From
Streetman and Banerjee [4]

In general, there are some characteristics that we would hope to fulfill in order to
optimize the efficiency of a solar cell. In the case of a single junction, we can have
either a homojunction, where both the p and n sides of the junction correspond to the
same material but are doped to be n-type and p-type correspondingly; or we can have a
heterojunction, where two different materials are doped.

Since the efficiency of photovoltaic energy conversion requires optimizing light
absorption, charge separation, and charge transport, there are some considerations to
take into account. For example, for good optical absorption, we want the reflectivity of
the cell to be small; in order to have good charge separation, we want the junction to
be close to the surface and the built-in bias to be large; for good charge transport, we
want longer carrier lifetimes and diffusion lengths.

To optimize light absorption, we want to have a large junction area close to the
surface so that the diffusion length of holes in the n-type material is shorter than the
distance to the junction. This ensures that the holes generated near the surface can reach
the junction before they recombine. We also want to have a thickness that surpasses
the absorption length and a coating on the surface that reduces the reflection of light.
Additionally, we want a large contact potential, which implies heavy doping, but heavy

doping reduces the lifetimes of the carriers, so a balance must be found.

2.2.3 Shockley Queisser Limit

As a quick note, it is worth mentioning the Shockley-Queisser Limit, although its
development won’t be shown in this document.

The Shockley-Queisser Limit, presented in 1961 by Shockley and Queisser [40], was
the first comprehensive calculation of the theoretical efficiency limit of single-junction
solar cells by considering the detailed balance limit. In their calculations, they considered
the emission of the sun to be approximate to that of a black body with a temperature of
T, = 6000 K. Additionally, they considered that only radiative recombination is present,

as it is the only spontaneous recombination process and, as such, unavoidable. Thus,

23



Chapter 2. Theoretical Background

recombination sets the limit for the lifetime of carriers.

After a couple more considerations, such as that each photon with energy greater
than E, produces a charge carrier, the efficiency limit for silicon was found to be 26%.
However, we know that this value is not the actual limit, as the detailed balance limit
model has been modified to be more accurate with what we know today. Considering
an AM 1.5G spectrum, Riihle [5] shows conversion efficiencies above 30% for solar cells
with band gaps between 0.93 and 1.61 eV.

35
— BB 6000 K
30 — AM 1.5G, f,= 1
25 — AM 1.5G, f,= 1072
B —6
— AM 1.5G, f.= 10
§ 20 |
o 15}
10 |
5

0
00 05 10 15 20 25 30 35 4.0
Eg [eV]

Figure 2.14: Comparison of the Shockley Queisser Limit calculations illuminated by a black body
at 6000K (black), with standard solar test conditions considering only radiative recombination
(green), and also considering non-radiative recombination 10° (red) and 10° times stronger than
radiative recombination. From Riihle [5].

In order to overcome the limits set by the Shocklet-Queisser Limit, many estrategies
have been developed, such as different materials and configurations. Among these, the
layering of materials in Tandem configuration is quite important and has shown to

increase the efficiency of solar cells [41, 42].

2.2.4 Tandem Solar Cells

One of the biggest problems in using the full solar spectrum is the fact that single-
junction solar cells with a determined band gap only absorb and efficiently utilize photons
within a certain range of energies. However, if one were to stack materials with various
band gaps, photons with higher energies can be absorbed first, while the lower-energy
photons can be absorbed and utilized by a second material with a smaller band gap
instead of being lost. This way, the power of two junctions can be used and optimized,
absorbing a greater range of the solar spectrum.

In order to maximize efficiency, these junctions should be connected independently
in a four-terminal connection; however, this is hard to achieve in practice. As such,
the most common configuration is the two-terminal connection, where the junctions are

connected in series. Figure 2.15 shows these two configurations.
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Figure 2.15: Four and two terminal configurations for tandem solar cells, showing that the higher
energy photons are prefered for the top cell, while lower energy photons are more utilized in the
bottom cell.
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Chapter 3

Experimental methods

Various experimental methods were used in this work. The theory behind these methods
will be briefly discused in this chapter in order to facilitate the understanding not only
of their working, but also of the data that was obtained from the experimental work. As
such, this section will discuss the principles of Magnetron Sputtering, Ultraviolet-Visible
Spectroscopy (UV-vis), XRD, SEM and EDS. It will also show the specifications of the

machines used during this project and the expressions used for the analysis of the results.

3.1 Physical Vapor Deposition

Physical Vapor Deposition (PVD) encompasses vacuum deposition methods in which
material transitions from the solid state to vapor and is subsequently ‘deposited’ as a
thin film onto a substrate. PVD has been known for over a century and is pivotal in the
evolution of vacuum coating processes [43]. This process is widely used across various
industries, accommodating substrates such as metal, ceramics, glass, and polymers.
The vapor or gas production can occur through evaporation, sputtering, or other non-

chemical methods.

Generally, the process involves transferring kinetic energy to atoms in solid or liquid

form until their binding energy is surpassed [6]. The main methods include:

o Evaporation: Heating a material until its atoms vaporize. Heating sources range

from resistive heated wires to complex ovens or electron-beam heaters.

e Sputtering: Physical impacts transfer kinetic energy and momentum to the atoms
in a target until they gain sufficient energy and momentum to break free from the

surface.

Since sputtering is the most pertinent method for this project, the focus will be on
it.
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Figure 3.1: Schematic of the sputtering process. From Rockett [6].

3.2 Sputtering

In solids, electronic bonding between atoms results in a binding potential at the surface.
To sputter atoms from the target, energy exceeding the binding potential must be
imparted to the surface atoms. Additionally, the atoms’ momentum must be directed
outward from the target’s surface for successful escape. This process is schematically
illustrated in Figure 3.1.

When bombarding the target surface with accelerated atoms, not only may atoms
of the material be sputtered, but some particles may be emitted as charged ions, useful
for the Secondary-Ion Mass Spectroscopy (SIMS) technique. If the target atoms are
significantly heavier than the bombarding atoms, some ions may be reflected by the
target. As shown in Figure 3.1, the ion bombardment of the target surface can also
result in secondary electron emission, photon emission, reflected gas neutrals, recoiling
target atoms, implanted gas atoms, and heating of the target due to inelastic processes
[6].

3.2.1 Sputtering Systems

Sputtering systems are categorized based on how energy is supplied to the gas to form
ions that bombard the target. These systems are divided into direct current (DC) and
radio frequency (RF) types. The system includes two contacts to the gas: the target,
which functions as a cathode, and an anode, which is considered the rest of the grounded
system. Some systems may include an additional electrode, which can be either an anode

or a cathode, resulting in ‘triode’ sputtering [6]. A schematic diagram of this system is
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shown in Figure 3.2.
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Figure 3.2: Schematic diagram for sputtering systems with DC or RF power supply. From
Rockett [6].

The choice between DC and RF current depends on the sputtering machine used and
the target material. This choice affects the sputtering rate, as DC typically results in a
higher rate than RF [44, 45]. This could be considered as an intrinsic characteristic of
the RF power supply, Nyaiesh and Holland [44] propose this to be related to a different
discharge power distribution between the DC and RF modes. DC current is the cheapest
and most basic of the systems, however it requires for the target material to be very
conductive, or it could indulge in target poisoning by the accumulation of charge inside
it, stopping altogether the sputtering process. Due to this, RF sputtering can be used
to combat these issues, in that case, the current is alternated with radio frequency so
that there’s no charge build up inside the target. Another option is to use High-Power
Impulse Magnetron Sputtering (HIPIMS), which uses a very high voltage in short times
to make a high density plasma around the target [46].

To increase the sputtering rate, which is related to the ion flux hitting the target,
one can increase the ion density in the gas. The most common method to achieve this
is by using magnets to redirect electrons leaving the target, improving their efficiency
at ionizing atoms along their path. These magnets are positioned behind the targets,
as shown in Figure 3.3, forming magnetic field loops. This configuration creates a zone
close to the targets where the ion gas density is significantly higher than the rest of the
chamber, ensuring that sputtering occurs predominantly on the target, thus increasing
overall efficiency. When this configuration is used, it’s said that one is using Magnetron
sputtering.

Additionally, it’s worth mentioning that the sputtering usually happens while in an
atmosphere of an inert gas, normally Argon, but in some cases it is wanted to have

reactive sputtering. Reactive sputtering happens when there’s a reactive gas also inside
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Figure 3.3: Schematic diagram of the magnetic field around the target material in a magnetron
sputtering.

the chamber with the inert gas. This gas, that could be oxygen, nitrogen, etc., for
example, interacts with the sputtered atoms so that a compound film is grown on the

substrate, such as oxides or nitrites [47].

In the case of this work, the deposition happened in two different magnetron sputters,
that can be introduced by their nicknames: NanoPVD and Moorfield (figure 3.4). The
first one, NanoPVD had both an RF and a DC source that worked simultaneously in
order to sputter Zn and Cu atoms. The second magnetron sputter, Moorfield, had two
RF sources working simultaneously and had different preassure settings. The deposition
was done in an argon and oxygen atmosphere, by reactive sputtering, in order to deposit
Cu,Zn;_,0O in various concentrations of copper and zinc (x). This will be further shown
in Chapter 4.

Figure 3.4: NanoPVD magnetron sputter (left) and Moorfield magnetron sputter (right)
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3.3 UV-vis

Ultraviolet-Visible Spectroscopy (UV-vis), as the name implies, uses radiation that
covers the Ultraviolet and Visible parts of the electromagnetic spectrum, sometimes
up to the near-infrared, covering ranges from 200 to 2500 nm, in order to determine
the optical properties of various materials. For semiconductors, the optical properties,
such as reflection, transmission, and absorption, are linked to their characteristic band
structures, and they can give information corresponding to the energy states near the
valence and conduction band, and as such, to the forbidden energy levels of the band
gap E, [48, 49].

In general, there are various ways of determining the band gap of a semiconductor,
such as electrical conductivity, Hall effect, or photoconductivity. However, these methods
are either temperature-dependent or surface-sensitive. On the other hand, optical
spectroscopy methods present some advantages by being non-destructive, contactless
in some cases, and require minimal or no sample preparation [49].

In this work, the spectrophotometer Shimadzu SolidSpec-3700 DUV, figure 3.5, was
used to obtain transmittance and reflectance values for the samples under study. These
results were used to determine the absorption coefficient and, subsequently, to estimate
the band gap values using the Tauc plot. The spectra were taken covering a wavelength

range from 290 nm to 2500 nm in 1 nm steps.

Figure 3.5: Shimadzu SolidSpec-3700 DUV with an integrating sphere found at MiNaLab.
Suitable for transmission, reflection, and scattering measurements of thin films.

Absorption coefficient determination

To determine the band gap values using optical methods, it is essential to obtain the

absorption coefficient a. To achieve this, we must consider the interaction of light with
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the sample upon incidence.
When an incident beam reaches a material, the light undergoes three processes: it is
partially reflected by the material, some is transmitted through the material, and some

is absorbed by the material. This phenomenon can be expressed as follows:

T% + R% + A% = 100%, (3.1)

where T is the transmittance, R is the reflectance, and A is the absorbance. Then,

considering the Beer-Lambert law

I=1) e
T I —ad (3'2)
= —=c¢ y
Iy

with I is the intensity of the transmitted light, Iy is the intensity of the incident light,
and d is the thickness of the sample. This relationship provides an expression that
connects the transmittance of the sample to the absorption coefficient. If we also take
into account the reflectance, one way to relate these quantities is through the following
expression [50, 51]:

T+R= e, (3.3)

we can derive an expression for the absorption coefficient from the previous equation:

@ =(n(T +R))/d, (3.4)

the expression 3.4, in conjunction with the Tauc Plot, allowed us to determine the band

gap values.

Tauc plot obtention

To derive an expression for the Tauc plot, we must consider the energy of the incident
photons, given by E = hv, where h is the Planck constant and v is the photon frequency.
This energy is a crucial factor in determining the band gap. Ideally, in materials with
a direct band gap, where there is no need for changes in crystal momentum, we expect

the absorption coefficient (@) to behave as

E < Egap) =0

" (3.5)
A(E 2 Egqp) o (E — Egap)'/?.

However, if the material has an indirect band gap, the transition involves phonons

due to changes in the momentum, then we can expect it to behave differently for photons
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of energy values greater than the band gap

A(E > Egqp) < (E £ 1Q — Egqp)?, (3.6)

where +7Q is the energy of a phonon being emitted or absorbed [49]. In most situations,
this value can be neglected. Considering this, the Tauc plot [52, 53] follows the

assumption that a can be expressed as

(ahv)'Y = B(hv - E,), (3.7)

with a constant B and a factor y that establishes the electronic transition. vy is equal
to 1/2 for direct transitions and 2 for indirect transitions. Therefore, to determine
the energy of the forbidden band of a material with an indirect band gap, we use the

following expression for the Tauc plot:

(ahv)'? = B(hv - E,), (3.8)

while, in the case of a material with a direct band gap, the expression is

(ahv)* = B(hv — Ey). (3.9)

In both cases, the method to determine the band gap involves fitting the linear portion
of the curve and finding E, as the point where this line intersects the x-axis.

It is important to note that in some materials, a distinction exists between the energy
required to create an electron-hole pair, referred to as an exciton, and the energy needed
to separate them. This leads to the concept of an ‘optical band gap’, associated with
the energy of a photon being absorbed, as opposed to the ‘electronic band gap’, which
represents the actual energy needed to separate the electron-hole pair. However, in most
inorganic semiconductors, the binding energy of the electron-hole pair is sufficiently small
that this difference can often be neglected [54, 55].

3.4 X-Ray Diffraction

X-Ray Diffraction (XRD) is very powerfull techinique that is widely used in order to
determine and study the molecular and atomic structure of crystalline materials.

In general, crystals are composed of atoms that are organized in a regular array. On
the other hand, X-rays are electromagnetic waves. When these waves collide with the

atoms, they are elastically scattered, generating waves. These waves interfere with each
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Figure 3.6: Schematic representation of Bragg’s Law.

other and can generate either constructive, where they add on, or destructive, where
they cancel each other, interference. This process is dependent on the angle of incidence
of the x-rays colliding with the atoms, as is shown by the Bragg model of diffraction
[56].

In the Bragg model of diffraction, we have an incoming x-ray with a wavelength
A that collides with a crystal lattice with a separation between crystal planes d at an
angle 6. This can be seen in the figure 3.6. There are specific angles at which the waves

produce constructive interference; in those cases, Bragg’s law applies:

nd = 2dsin, n=+1,2,3... (3.10)

The change in the angle can be plotted with the intensity of the signal, giving
a diffraction pattern where the intensity spikes for the angles at which constructive
interference occurs [56].

For the X-ray measurement, we have used a Rigaku SmatLab 3kW high-resolution
X-Ray Diffractometer, figure 3.7. This diffractometer is equipped with a HyPix-3000
(horizontal) detector and operates with an X-Ray generator at 40 kV and 50 mA. The
data were obtained using grazing incidence X-ray diffraction Grazing Incidence X-ray
Diffraction (GIXRD).

3.4.1 Grazing Incidence X-Ray Diffraction

GIXRD is a technique in which the x-ray beam grazes the sample, entering it at
small angles of incidence. This configuration allows the X-rays to only enter the
most superficial layers, making it useful for the analysis of thin films while ignoring
or minimizing the interference of the substrate or bulk material. This way, GIXRD
increases the structure information that we can get from polycristalline thin films [57].

GIXRD follows the same principles as normal XRD, but considers the case in which

the angle between the incident beam and the surface of the same is very small and it
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Figure 3.7: Rigaku SmartLab 3kW high-resolution X-ray Diffractometer found at UiO MiNaLab

is kept constant through the measurement. Then, the detector is moved along the 26
circle, where 26 is the scattering angle [57].

In this project, the GIXRD experiment was conducted in a parallel beam
configuration without a monochromator, using a continuous scan mode. The scan range
extended from 20 - 90° in increments of 0.05° and a scanning speed of 2.0 °/min. This
setting was constant for all samples, and it was used to determine the structure and

phases present in the samples, as well as the changes due to heat treatments.

3.5 Scanning Electron Microscopy

Several techniques within optical microscopy enhance both the scale and level of detail
observable under a microscope. Among them, the Scanning Electron Microscopy (SEM)
stands out for its ability to produce high-resolution images and achieve significant
magnification, reaching the atomic scale. The SEM operates based on the interaction
between a focused electron beam (e-beam) and the surface atoms of a sample. The
resulting signals are captured by detectors and processed to generate high-definition
images [58, 59].

The way the SEM works goes as follows: an e-beam, typically generated by a tungsten
or LaBg cathode, scans the surface of a sample, leading to interactions between the
incident electrons and the electrons of the sample. These interactions give rise to a
couple processes that are important, the first one is when the incident electrons, also
called primary electrons, are scattered by the atoms of the sample at a wide angle (over
90°). These electrons are the ones that are collected by a detector and form an image

of the sample, they are called backscattered electrons [60, 61].

35



Chapter 3. Experimental methods

Emitter/ SEM layout and function
electron gun
Amplifier
Condenser
lenses
. | Screen
O

aperture

Deflection

Fh

Final lens '% ’
e-
Electron —
. !
Specimen detector Image builds up scan by scan

of the beam and line by line
on the screen

coils

Figure 3.8: Schematic representation of the SEM layout and functioning [61].

The second process happens when these primary electrons give their energy to
electrons bound to the atoms of the sample, then these electrons can be ejected from
their orbitals and can move through the sample, and if they are close enough to the
surface, they can exit the sample. These electrons are called secondary electrons and
can also be collected by a detector and generate an image of the surface of the sample

(60, 61].

While both backscattered and secondary electrons can form an image of the surface
of the sample, since heavy elements tend to scatter primary electrons more strongly,
then an image generated by the backscattered electrons can show changes in the chemical
composition in the form of a contrast. Meanwhile, secondary electrons that are generated
close to the surface of the sample, when collected by the detector, give a signal that can
be used for topographical determination of the sample. Secondary electrons that are
generated further down the sample usually undergo a series of collisions that make them

lose their energy before escaping the sample [60, 61].

In general, the e-beam would generate not only secondary electrons and backscattered
electrons, but also X-rays and Auger electrons. Of these, X-rays are particularly
interesting as they are used in Energy Dispersive Spectroscopy (EDS). A schematic

representation of a scanning electron microscope is shown in Figure 3.8.

Scanning electron microscopy is widely used for analyzing surface morphology,
texture, and composition across a range of materials, including metals, ceramics,
polymers, and even organic substances, provided they are conductive. This technique is
particularly advantageous due to its non-destructive nature and broad applicability, as

the primary requirement for analysis is that the sample exhibits electrical conductivity,
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which can also be obtained by coating the sample with a thin metal layer[61].
Compared to conventional optical microscopes, SEM offers significantly higher
magnification, exceeding 300,000x, along with an extended depth of field, reaching up
to 4 mm, and superior resolution, down to 0.4 nm. These specifications greatly surpass
those of optical microscopy, which typically achieves magnifications of up to 1,000x, a

depth of field of approximately 15 um, and a resolution limit of 0.2 um [58, 59].

3.5.1  Energy Dispersive X-Ray Spectrometry

As mentioned before, the incident electrons can also generate x-rays, which can be used
in Energy Dispersive Spectroscopy (EDS). If we consider the Bohr atomic model, then,
when a secondary electron is emitted from a core shell of an atom, then an electron from
a higher energy shell can fall to that newly empty level to minimize its energy. When
this happens, the energy, which is characteristic for this transition, is emitted in the
form of an x-ray which can be detected and measured [62, 63].

This way, the x-rays emitted by the sample act in the form of a fingerprint of the atom,
giving specific information about their chemical composition. However, this technique
is quite low in sensitivity compared to other chemical analysis techniques [63].

One of the main advantages of EDS is that it is a fast and non-destructive technique
with minimum requirements to be used.

In this work, to determine the composition of the samples, a scanning electron
microscope was used to perform EDS. Figure 3.9 shows the microscope used, a JEOL
IT-300 with a LaBg electron gun. The acceleration voltage was set at 3 keV to make
the Zn and Cu peaks more intense and relevant compared to the Si peaks. Then later,
the program Pathfinder X-ray microanalysis software was used to identify the peaks and
quantify the composition of the samples. The values obtained were normalized to the

sum of Zn and Cu in order to determine the x in the system Cu,Zn;_,O.
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Figure 3.9: Scanning Electron Microscopy (SEM) instrument is found at MiNaLab. Suitable for
high-resolution imaging, semi-quantitative X-ray microanalysis, as well as cathodoluminescence
imaging and spectral analyses.
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Chapter 4

Analysis and Results

4.1 Samples details

We have already discussed the general principles of thin film deposition in Section 3.1.
In this section, we will outline the specific steps followed to obtain the samples used in
this project and how they will be distinguished during this chapter.

In general, the samples follow the composition Cu,Zn;_,O. To achieve this
composition, targets of 99.99% Cu and 99.99% Zn were utilized. The power applied
to each target was varied to generate the desired variation in composition between Zn
and Cu. The thin films were deposited using reactive sputter deposition in an atmosphere
of both oxygen and argon on fused silica substrates, which are 0.5 mm thick and 20 by
20 mm in size.

To begin, we can divide the deposition process into two parts based on the machines
used for sample preparation. First, we introduce the two machines by their names:
NanoPVD and Moorfield. Both are magnetron sputters belonging to the MinalLab at
UiO and can be seen in the figure 3.4. The reason for this differentiation is that certain
changes were dependent on the characteristics of the machines, which will be discussed

shortly.

Table 4.1: Deposition parameters summarization for all batches of samples, showing partial
pressure of oxygen and argon atmospheres (Po, and Pa,, respectively) as well as the total
pressure during deposition (Pr)

Batch Number of Temperature Ar:0, Poo Par Pr
# Samples °C sccm:scem mTorr mTorr mTorr
1 8 200 20:2.5 3.00 15.30  18.30
2 6 200 20:2.5 0.20 5.40 5.40
3 5 200 10:10 1.00 5.60 6.40
4 7 400 10:10 1.00 5.60 6.40
5 7 600 10:10 1.00 5.60 6.40

Furthermore, we will classify the samples into batches, where each batch will exhibit
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variations in composition (x) while keeping parameters such as temperature, deposition
time, and atmosphere mostly consistent. Table 4.1 summarized the values that remained
constant for each batch of samples, such as the total and partial pressures (P, Po; ,
and Pp,), and temperature.

Table 4.2: Samples per batch obtained by varying the power applied to both copper and zinc
targets (Pcy and Pgz,, respectively), and the changes in thickness and composition by atomic

percentage (x). The values of magnetron power marked with an asterisk were obtained from a
DC power source.

Batch Sample Py, Pcy Thickness X
# name W W  (x5nm) (%atom.)
CZ0la  54* 0 110 0.00
CZ01b  49* 78 140 0.19
CZ0lc 23* 78 60 0.50
1 CZo1d O 80 30 1.00
CZ01le 0 65* 335 1.00
CZo1f 78  64* 410 0.82
CZ0lg 78  28* 70 0.62
CZ0lh 80 0 34 0.00
CZ02a 0 150 420 1.00
CzZ02b 50 100 380 0.75
9 CZ02c 75 75 390 0.49
Cz02d 100 50 400 0.19
CZ02e 125 25 400 0.05
CZo2f 150 0 300 0.00
CZ03a 0 100 70 1.00
CZo3b 25 75 70 0.84
3 CZ03c 50 50 70 0.42
CZ03d 75 25 60 0.10
CZ03e 100 0 60 0.00
CZ04a 0 100 35 1.00
CZ04b 25 75 50 0.85
CZ04c 38 62 55 0.71
4 CZo4d 50 50 30 0.47
CZ04e 62 38 30 0.34
czoat 75 25 45 0.10
CZ04g 100 0 45 0.00
CZ05a 0 100 60 1.00
CZ05b 25 75 75 0.87
CZ05¢ 38 62 60 0.76
5 CZ05d 50 50 70 0.54
CZ05e 62 38 40 0.36
CZo5f 75 25 60 0.12
CZ05g 100 0 80 0.00

Additionally, table 4.2 shows the parameters that vary per sample, such as the power
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applied to the zinc and copper targets (Pcy, and Pgzy, respectively). It also shows some
of the results from the initial characterization process, with the thickness of the samples

(6) and the composition by atomic percentage (x).

First batch of samples:

The first set of samples was obtained using NanoPVD. To vary the composition of the
samples, the percentage of power applied to each target was adjusted. However, this
machine had both a DC power source and an RF power source that could be used
simultaneously. To obtain equivalent values for x, the type of power source for each
target was switched after half of the first set of samples had been produced. These
samples were fabricated using reactive sputter deposition in an Ar:O, atmosphere with
a ratio of 20 : 2.5 SCCM, a substrate temperature of 200 °C, and an intended deposition

time of 60 minutes for each sample.

Power control in the NanoPVD machine was managed as a percentage of the total
available power, which corresponded to 75-80 W for the RF source and 20-65 W for the
DC source. Generally, the RF source was maintained at 80 W, equivalent to 50% of the
total power of the power supply unit (PSU), while the DC source was varied between
0%, 5%, and 10% of the total PSU. This resulted in power levels of 0 W, 23 W, and 49
W for the Zn target, and 0 W, 28 W, and 64 W for the Cu target.

During this process, we observed that the plasma generated on the DC-powered
target tended to be unstable, frequently shutting down multiple times throughout the
deposition period. Due to this instability, we switched to the Moorfield magnetron
sputter for the second and subsequent batches of samples. This change necessitated
adjustments to the deposition parameters.

After these samples were characterized by EDS, XRD, and UV-vis, they were
annealed and characterized once again. A tube furnace, figure 4.1, was used to reach
a temperature of 400 °C. The samples were introduced once the desired temperature
was achieved and left in the oven for one hour. This process was initially intended to
be applied to different batches of samples at various temperatures. However, since the
changes observed in the results were not as expected, the focus shifted to the temperature

during deposition for batches three, four and five.

Second Batch of Samples:

For the second batch of samples, we switched to a different magnetron sputter, which
had two RF power sources. This allowed us to apply equivalent power to both the Zn and
Cu targets without any issues. We maintained the same atmospheric conditions, using
reactive sputter deposition in an Ar:0, with a ratio of 20 : 2.5 SCCM and a substrate
temperature of 200 °C. We increased the RF power so that a total of 150 W was applied

between both targets, reducing the deposition time to 30 minutes.
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Figure 4.1: Tube Furnace at MiNaLab

This process was significantly more stable; however, we observed that the atmospheric
conditions did not have the optimal proportion of O, and Cu (as will be shown in more
detail in the section 4). This resulted in the formation of Cu,O phases in the thin film.
Consequently, we adjusted these conditions for the next batch of samples and changed

the power range.

Third Batch of Samples:

For this batch most of the settings and parameter were kept the same as for the second
one, only changing the atmosphere of Ar:O, from a ratio of 20 : 2.5 SCCM to 10 : 10
SCCM and a total power range of 100 W, instead of 150 W, between both targets,
varying in steps of 25 W for a total of 5 samples.

As this batch of samples gave good results during the characterization, it was decided
to proceed with these parameters for following batches, varying only the deposition

temperature.

Fourth Batch of Samples:

This batch had the same parameters as the third one, with only a change in the deposition
temperature from 200 °C to 400 °C . This means: 100W in total power between both
targets, 30 minutes depositions, and atmosphere of Ar:O, with a ratio of 10 : 10 SCCM.
However, two extra samples at intermediate powers were added, reducing the steps in

power close to the 50-50 W sample.

42



4.2. Composition and thickness determination.

Fifth Batch of Samples:

This last batch had the same parameters as the previous one, but the deposition
temperature was set at 600 °C , with a total of seven samples with varying composition

as was previously explained.

4.2 Composition and thickness determination.

For each sample, EDS was used in order to obtain the composition (x) of the samples.
Figure 4.2 shows an example of the results obtained from the EDS measurements, where

we can see the changes in the peaks corresponding to Zn and Cu as the x changes.

] C 0 Cum 1Zn Sii
_ﬂ:_/\_//\ x=1.00

x=0.87
A NN o
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M x=0.36

J‘/\_//\ x=0.12
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Figure 4.2: EDS spectrum obtained from the fifth batch of samples.

Additionally, a profilometer was used in order to determine the thickness of each
sample. Figure 4.3 shows an example of of the profilometer scan data. By averaging the
height in the higlighted zones and susbtracting the resulting values we determined the
thickness of each sample.

Tables 4.3, 4.5, 4.6, 4.8 and 4.10 shows the composition determination for each batch
of samples. The tables present the proportions of copper, oxygen and zinc of each
sample, then these values are normalized to only show proportion between copper and
zinc which was used to determine the x in Cu,Zn,_;O. Additionally, the thickness of the
samples were determined, as well as the growth ratio, considering the deposition time.
These values can be seen in the tables 4.4, 4.7, 4.9 and 4.11.
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Figure 4.3: Profilometer scan data

Table 4.3: Determination of the composition of the first batch of samples, considering the form
Cu,Zn,_10. First there is the percentage of copper, zinc and oxygen, then this was normalized
to get the proportions between zinc and copper, which were used to determine the x. The first
four samples, marked with *, were deposited with Zn in the DC power source and the last four
with the Cu target in the Dc power source.

Cu Zn 0] Cu (norm.) Zn (norm.) | CuyZn, ;O
£+12% +11% +07% | +20% +2.0 % x

0.0 47.3 92.7 0.0 100.0 0.00*

9.4 40.7 49.9 18.8 81.2 0.19*
25.1 25.2 49.7 49.9 50.1 0.50*
53.8 0.0 46.2 100.0 0.0 1.00%*
68.7 0.0 31.3 100.0 0.0 1.00
45.2 10.2 44.5 81.5 18.5 0.82
33.1 19.8 47.1 62.5 37.5 0.62

0.0 51.5 48.5 0.0 100.0 0.00

Table 4.4: Thickness and growth ratio of the first batch of samples. The first four samples were
deposited with Zn in the DC power source and the last four with the Cu target in the DC power
source.

Composition Thickness Growth ratio

X +5 nm nm/min
0.00 110 1.8
0.19 140 2.3
0.50 60 1.0
1.00 30 0.5
1.00 335 5.6
0.82 410 7.9
0.62 70 2.6
0.00 35 0.6
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Table 4.5: Determination of the composition of the second batch of samples, considering the form
Cu,Zn,_0. First there is the percentage of copper, zinc and oxygen, then this was normalized
to get the proportions between zinc and copper, which were used to determine the x.

Cu Zn O Cu (norm.) Zn (norm.) | Cu,Zn, ;0O
+18% 1.6 % +08% | +20% 2.0 % X

73.3 0.0 26.7 100.0 0.0 1.00

47.2 15.7 37.1 75.1 24.9 0.75

30.9 31.7 37.5 49.4 50.6 0.49

11.1 48.4 40.5 18.7 81.3 0.19
3.1 58.5 38.4 5.1 94.9 0.05
0.0 51.5 48.5 0.0 100.0 0.00

Table 4.6: Determination of the composition of the third batch of samples, considering the form
Cu,Zn,_ 0. First there is the percentage of copper, zinc and oxygen, then this was normalized
to get the proportions between zinc and copper, which were used to determine the x.

Cu Zn O Cu (norm.) Zn (norm.) | Cu,Zn,_ ;0O
+18% +07% +09% | =*12% 12 % x
55.9 0.0 44.1 100.0 0.0 1.00
46.8 8.8 44.4 84.2 15.8 0.84
22.9 31.0 46.1 42.5 57.5 0.42
5.0 47.2 47.8 9.5 90.5 0.10
0.0 51.2 48.8 0.0 100.0 0.00

Table 4.7: Thickness and growth ratio of the third batch of samples.

Composition Thickness Growth ratio

X +5 nm nm/min
1.00 70 2.3
0.84 70 2.3
0.42 70 2.3
0.10 60 2.0
0.00 60 2.0

Table 4.8: Determination of the composition of the fourth batch of samples, considering the form
Cu,Zn,_10. First there is the percentage of copper, zinc and oxygen, then this was normalized
to get the proportions between zinc and copper, which were used to determine the x.

Cu Zn 0) Cu (norm.) Zn (norm.) | Cu,Zn,— ;0
28 % 25% +12% | +38% +3.8 % x
56.5 0.0 43.5 100.0 0.0 1.00
48.1 8.5 43.4 85.0 15.0 0.85
33.9 13.8 38.9 71.0 29.0 0.71
25.8 294 44.7 46.7 53.3 0.47
13.2 25.7 40.6 34.0 66.0 0.34
5.1 46.9 48.0 9.8 90.2 0.10
0.0 51.7 48.3 0.0 100.0 0.00
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Table 4.9: Thickness and growth ratio of the fourth batch of samples.

Composition Thickness Growth ratio

x +5 nm nm/min
1.00 35 1.2
0.85 50 1.7
0.47 30 1.0
0.10 45 1.5
0.00 45 1.5
0.75 55 1.8
0.35 30 1.0

Table 4.10: Determination of the composition of the fifth batch of samples, considering the form
Cu,Zn,_1 0. First there is the percentage of copper, zinc and oxygen, then this was normalized
to get the proportions between zinc and copper, which were used to determine the x.

Cu Zn o) Cu (norm.) Zn (norm.) | Cu,Zn, ;0
28 % +26% £33 % +4.0 % +4.0 % x
56.6 0.0 43.4 100.0 0.0 1.00
49.7 7.6 42.7 86.7 13.3 0.87
42.8 13.8 43.4 75.7 24.3 0.76
29.8 254 44.9 54.0 46.0 0.54
19.3 34.1 46.7 36.1 63.9 0.36
6.2 46.1 47.6 11.9 88.1 0.12
0.0 51.7 48.3 0.0 100.0 0.00

Table 4.11: Thickness and growth ratio of the fifth batch of samples.

Composition Thickness Growth ratio

X +5 nm nm/min
1.00 60 2.0
0.87 75 2.6
0.54 70 2.3
0.12 60 2.0
0.00 80 2.7
0.76 60 2.0
0.36 40 1.3

46



4.3. Structural analysis

4.3 Structural analysis

XRD was used to structurally characterize the samples from all batches. As it was
mentioned previously, from the first set of samples there were two samples where power
was only applied to the Cu target, one with an RF source and one with a DC source; and
also two samples with only Zn, following the same configurations. Figure 4.4 shows the
results from these four samples, comparing them to the powder diffractograms expected
from monoclinic CuO and Wurtzite ZnO. From this figure, we can see that both samples
with x = 0.00 have peaks corresponding to the ZnO Wurtzite structure. The very
pronounced (002) peak, with a weaker (103), shows high film crystallinity [64]. The
peak intensities for the film are, however, very different from those of ZnO powder. This
phenomenon has been observed previously and attributed to the preferential orientation

of the c-axis normal to the substrate surface [65, 66].
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Figure 4.4: XRD of the CuO (x=1.00) and ZnO (x=0.00) samples obtained from the first set of
samples, using Zn targets on a DC source and Cu on RF (left), and vice versa (right).

From figure 4.4, we can see that the samples with x = 1.00 show different phases
depending on the power source used. The sample deposited with Cu in an RF source
shows peaks corresponding to the monoclinic CuO phase, these peaks show higher
intensity and definition after undergoing annealing at 400 °C , showing that annealing
increased the crystallinity of the sample [67, 68]. On the other hand, the sample
deposited with Cu in the DC power source exhibits intense peaks corresponding to
the (111), (200), and (311) planes of the cubic Cu,O phase. However, after annealing
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the sample, we see that the peaks shifted and now correspond to the monoclinic CuO
phase, with higher intensities, showing an increase in the crystallinity of the sample and
a preferential orientation on the (11-1) plane [69].

Figure 4.5 shows the XRD results from all the samples from the first batch, as-
grown and after the 400 °C annealing. This analysis reveals that samples grown with
Cu in an RF source predominantly consist of CuO, while samples with Cu in the DC
source display peaks associated with CuyO. The discrepancy in the proportion of Cu
and O makes the composition of samples with a combination of Zn and Cu unreliable.
However, with increased Zn concentration, ZnO peaks remain prominent across both

setups, aligning with expectations.
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Figure 4.5: XRD results for the first batch of samples, using Zn targets on a DC source and Cu
on RF (left), and vice versa (right). Results shown before and after annealing at 400 °C . The
x denotes composition as Cu,Zn;_,O. Some difractograms were amplified with the given factors
for better visual representation.

Figure 4.5 also illustrates the sample’s results post-annealing, represented in red.
Generally, we observe changes following annealing, with peaks slightly shifting right on
the x-axis. Some peaks exhibit a clear increase in crystallite size, indicated by increased
height of the peaks and sharpness. Notably, the Cuy,O phase transitions to CuO after
annealing, indicating a phase change due to heat treatment.

Additionally, table 4.12 shows some parameters obtained from the fitting, showing
that the appearing phases of CuO show a monoclinic structure that corresponds to the

space group 15 : C2/c; the Cuy O phase has a cubic structure corresponding to the space
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group 224 : Pn-3m; and lastly, the ZnO phase has a Wurtzite hexagonal structure, space

group 186 : P6smc and this consisten across both setups.

Table 4.12: Lattice parameters obtained for each phase for the CuO, Cu,O and ZnO for the first
batch of samples, together with their corresponding space group.

Phase a b ¢ o't B 0% Space Group
Name A A A o o o

CuO 469 3.42 513 90.0 99.6 90.0 15: C2/c
Cu, O 4.24 424 424 90.0 90.0 90.0 224 : Pn-3m:2
Zn0O 3.25 3.25 5.24 90.0 90.0 120.0 186 : P63mc

The results, seen in figure 4.6, show the second batch of samples, corresponding to
the first trial at the Moorfield PVD. From these samples, the first thing we can see
is that the sample with x = 1.00, does not show peaksc corresponding to CuQO, which
together with the EDS results shown previously, tells us that the material we have is
CuyO. We conclude that the deposition conditions for the second batch are oxygen-lean,
and more oxygen is required during deposition for CuO growth. This set of samples was

not further analyzed with UV-vis.
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Figure 4.6: XRD results for the second batch of samples, with x denoting the composition.

Lastly, figures 4.7 and 4.8 display the final batches of samples produced at higher
oxygen partial pressure and various deposition temperatures (200, 400, and 600 °C ).
Figure 4.7 shows that in these batches we have successfully synthesized the CuO-phase.
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Figure 4.7: XRD powder ZnO and CuO diffractograms compared to the samples with x = 0.00
and x = 1.00 from batches three (T = 200°C ), four (T = 400°C ) and five (T = 600°C ).

The samples of composition x = 1.00 all show the peaks corresponding to the monoclinic
CuO structure, but the preferential orientation changes from the (11-1) to the (111)
plane as the deposition temperature increases, denoted by the change in height of the
corresponding peaks. On the other hand, the samples of composition x = 0.00 exhibit the
peaks characteristic of the Zurtzite ZnO, with prominent (002) and (103) peaks, showing
high crystallinity. The very high peak (002) shows a c-axis preferential orientation for
the samples deposited at 200 and 400 °C , however, the sample deposited at 600 °C
shows a preferential orientation towards the (103) plane. Hammad et al. [70] has shown
this behaviour to be related to the film thickness for over 240 nm, but considering that
the film thickness is 80 nm, this seems to be related to the deposition temperature. In
general, these results support EDS measurements and confirm the expected composition
and the reproducibility across different deposition temperatures.

Additionally, table 4.13 shows the lattice parameters that were obtained from these
graphs for both the CuO (x = 1.00) and ZnO (x = 0.00) samples for each deposition
temperature. From this table, we can confirm the right structures that we were
expecting, as well as confirming that the deposition method gave consistent samples
in structure for the various deposition temperatures.

In addition, examining figure 4.8 illustrates compositional changes, with diminishing
CuO peaks transitioning from x = 1.00 to x = 0.45, leading to peak intensity and
shape reduction before appearing mostly non-crystalline at x = 0.45. Approaching the
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Figure 4.8: XRD results for the last three batches of samples, with varying deposition
temperature of T = 200, 400 and 600 °C , with x the composition as Cu,Zn;_,O. Some
difractograms were amplified with the given factors for better visual representation.
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Table 4.13: Lattice Parameters for the CuO (x = 1.00) and ZnO (x = 0.00) samples, obtained
from the diffractogram of the last sets of samples and their variations by deposition temperature.

Phase T a b c a B 0% Space Group
Name °C A A A o 0 0

CuO 200 4.71 344 516 90.0 995 90.0 15: C2/c
400 4.70 343 5.15 90.0 99.6 90.0 15: C2/c
600 4.72 345 516 90.0 995 90.0 15: C2/c

Zn0O 200 3.25 3.25 5.24 90.0 90.0 120.0 186 : P63mc
400 3.27 3.27 5.23 90.0 90.0 120.0 186 : P63mc
600 3.25 3.25 5.23 90.0 90.0 120.0 186 : P63mc

ZnO sample (x = 0.00), peaks grow in amplitude, demonstrating alloy effects even as
phases predominate in corresponding compositions. Phase disappearance near mid-
values suggests a disordered lattice comprising both monoclinic CuO and Wurtzite ZnO

phases.
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Figure 4.9: Evolution of the distance between planes d with the composition for the planes (002),
(101), (102) and (103) of ZnO; and (110), (11-1). (111) and (020) of CuO.

Finally, figure 4.9 highlights peak position changes by assessing interplanar distances
d. Distance d generally decreases as we move away from the ZnO composition, evidenced
by rightward peak shifts as copper composition increases. Samples with x = 0.45
lack comparable peaks to ZnO (x = 0.00) or CuO (x = 1.00), appearing mostly non-
crystalline. Increased copper concentrations subsequently increase d, interpreted as

disorder introduction into the lattice by adding zinc atoms, compacting atoms closer
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together.

4.4 Optical Band-gap Determination

To determine the optical band-gap, we first consider the transmittance and reflectance
data gathered using the spectrophotometer. By applying the Beer-Lambert Law, as
expressed in equation (3.4), we can derive an expression for the absorption coefficient
and plot it in terms of photon energy. To determine the band-gap, we have examined
the Tauc plots, which take the form of equation (3.8) for an indirect band-gap and
equation (3.9) for a direct band-gap. From these plots, we can estimate the band-gap by
identifying the point at which the linear part of the plots intersect the x-axis. Error bars
were determined by making various fittings to the linear fit of the graph and averaging

the changes to the band gap to the first decimal.

4.4.1 First batch

Now that we understand the procedure, we can analyze figure 4.10 as it displays the
transmittance and reflectance data for the first set of samples: figure 4.10a shows the
samples as-grown, while 4.10b presents the results after annealing. From these graphs, we
observe some disorder in the behavior of the data, with no clear pattern, as samples that
were intended to have the same composition, such as x = 1.00, do not exhibit uniform
behavior, further confirming the observations made in previous sections. Additionally,
since the sample thickness varies significantly among the samples, it becomes increasingly
challenging to draw conclusions at this stage.

Furthermore, we can examine the results obtained from the absorption coefficient
graphs of these samples, as shown in figures 4.10c and 4.10d. In these figures, we observe
that while both samples of ZnO (x = 0.00) behave similarly, as expected, the samples
deposited with only Cu exhibit significant variation in their shape and behaviour. For
instance, the sample with x = 1.00 when Cu was deposited with an RF power source
shows absorption on-set around 1-1.5 eV, which is expected of CuO. In contrast, the
sample with x = 1.00 with the Cu target on the DC source, has the on-set around 2-2.5
eV. This can be explained by the XRD results, where this sample was identified as having
a CupO and cuprous oxide (CupO) has a known band gap of 2.1 eV.

We can also examine the graphs in figure 4.11, which displays the Tauc plots used to
determine the band-gap for this set of samples by using a linear fit in the linear sections
of the graph. Furthermore, figure 4.11e illustrates the relationship between the band
gap measured for these samples and their composition. Notably, while the ZnO samples
(x = 0.00) have very similar band-gaps, the CuO samples vary significantly depending
on the deposition process and heat treatment. However, since the growth of the CuO
previously demonstrated inconsistencies, we will see shortly that this situation improved

in the subsequent batches of samples.
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Figure 4.10: Transmittance and Reflectance (dotted line) results for the first set of samples,
shown as-grown (a) and after annealing (b) at 400 °C . Absorption coefficient obtained for the
first set of samples, as-grown (c) and post annealing (d).

4.4.2 Batches three, four and five

Since the second batch of samples did not exhibit the correct phase of CuO, it was not
characterized with the spectrophotometer. Instead, we will begin discussing the last

three batches of samples.

Figure 4.12 presents the transmittance and reflectance data gathered for the last
three sets of samples, highlighting their variations with deposition temperature and
composition. One notable observation is that these curves are much more organized
compared to those from the first batch. They follow a clear pattern, where the percentage
of light transmitted increases as the amount of copper in the sample is reduced. This is
expected, as ZnO is nearly transparent and allows most of the spectrum to pass through.
Furthermore, in figure 4.12, we can see the sum of both transmittance and reflectance.
In the region following the drop in both samples with the highest Zn content, the sum
remains around 100%, while the other samples show lower percentages. This discrepancy
may be attributed to defects in the samples, which result in a portion of light being

absorbed at lower energies (longer wavelengths) for those samples.
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Figure 4.11: Direct and indirect band gap determination for the first batch of samples as-grown
and after annealing at 400 °C , using a Tauc plot. Band gap values as a function of composition
for the first batch of samples.

Examining the graphs in figure 4.13, we see that the patterns also manifest in
the absorption coefficient (@) of the samples. ZnO displays a distinct drop, with a
slope that intersects the x-axis at approximately 3.2 eV, as expected for this material.
As we increase the copper composition, the slope continues to intersect the x-axis at

progressively lower values. Then, we expect a similar behaviour for the band gap values,
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Figure 4.12: Transmittance and Reflectance (dotted line) data, as well as the sums, for the last
three sets of samples, for the various deposition temperatures at 200, 400 and 600 °C (top to
bottom).

as this signals the energies at which the samples start absorbing the photons.

The graphs shown in figure 4.14 show the Tauc plots that were used in order to
determine the direct and indirect band gap of the samples deposited at 200, 400 and 600
°C . While all the samples have very clear linear parts in the direct band gap Tauc plot,

only some of them have it for the indirect band gap. However, CuO is known for having
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Figure 4.13: Absorption coefficient for the last three batches of samples.

an indirect band gap [30], as such we expect the same here. The apparition of a clear
value from the direct band gap plots can be explained by considering that for energies
considerably bigger than the band gap (hv > E,) direct transitions are possible, as is

exemplified in figure 4.15.

To determine the actual band-gap of each sample, we must consider a few factors:
a) CuO has reported an indirect band gap of about 1.1 - 1.4 €V [34, 35|, b) ZnO
consistently exhibits a direct band gap of approximately 3.4 eV [8, 70], and c¢) we
can make a visual estimation from the absorption coefficient graphs in figure 4.13. By
considering these points, we propose that the samples with larger x values, indicating
higher copper content, have an indirect band gap, which aligns with the observations
made in the absorption coefficient graphs, and that the samples with more zinc in their
composition have a direct band gap. Figure 4.16 shows the band structure of CuO and

Zn0O, with their expected band gaps.

Lastly, we can examine figure 4.17, which illustrate the points discussed. In figure
4.17, we consider that only the samples with a high Zn content relative to Cu have a direct
band gap. From this graph, we observe that the transitions are somewhat smoother and

appear to be more consistent with the trends seen in the absorption coefficient graphs.
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Figure 4.16: Band structure of CuO by Yang et al. [7] and ZnO by Jafarova and Orudzhev [8]

Additionally, we see some promising samples with band gaps between 1.5 and 1.9 eV
and in the batches corresponding to the higher deposition temperatures and for the
compositions between x = 0.35 and x = 0.55. Considering the XRD results, with the
increase in crystallinity from these samples by increasing the deposition temperature,
and UV-vis results, we can propose that looking into samples with an intermidiate

composition might give the expected band gap of 1.7 eV.
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Figure 4.17: Direct band gap as a function of composition.



Chapter 5

Conclusions

The system Cu,Zn;_,O was studied, determining the effect of different deposition
parameters and heat treatments on the structural and optical characteristics of the

samples. Thus, we can conclude the following:

e The deposition of the samples by reactive magnetron sputtering using RF sources in
an Ar:0; (10:10 sccm) atmosphere proved to be reliable in obtaining the monoclinic
CuO phase when using a Cu target and the Wurtzite hexagonal ZnO structure
when using a Zn target. Additionally, the variations in power were shown to be
consistent in varying the composition of the samples by the atomic percentage x,

with the settings just described.

e XRD showed that the deposition of ZnO on fused silica produces highly
crystalline samples, with the preferential orientation dependent on the deposition

temperature, and it is not as sensitive to lower oxygen conditions.

On the other hand, CuO phases required higher oxygen partial pressure to obtain
the monoclinic structure, but this came at the cost of lower crystallinity in the
samples. Additionally, the preferred orientation of growth changed with the
deposition temperature, going from the (11-1) plane at 200 °C to the (111) plane
at 600 °C . Furthermore, annealing increased the crystallinity of the x = 0.00 and
x = 1.00 samples but shifted the position of the peaks. In the case of the sample

showing a cubic Cu,O phase, annealing changed it to the monoclinic CuO.

It was also shown that changes in composition affect the position of the peaks,
where the purest phases (x = 0.00 and x = 1.00) have greater interplanar distances
(d) than the mixed samples. Additionally, the samples closer to x = 0.50 in

composition displayed less crystallinity than the extremes.

e From the UV-vis results, we have observed that the ZnO samples showed almost no
absorption for photon energies below the band gap value, shown by the absorption
coefficient (@) and the transmittance plus reflectance (R + T) graphs. Increasing

the amount of Cu in the samples also increased the absorption for energies below
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the band gap of the samples. This further confirmed observations from XRD that
the ZnO samples are highly crystalline while the CuO samples likely have more

defects, which increased their absorption and lowered their crystallinity.

Furthermore, it was observed that the band gap can be tuned by varying
the composition x according to the system Cu,Zn;_,O, making it possible to
achieve band gap values close to the ideal 1.7 eV, especially for higher deposition

temperatures.
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